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In this article, we present a case study that combines computational fluid dynamics 
(CFD) modeling and measurements to evaluate the cooling performance of a raised-
floor data center. To improve the cooling efficiency, we propose enhancements such 
as equipping the blowers of computer room air-handling (CRAH) units with vari-
able frequency drive (VFD) electric motors, adjusting the speed of the blowers to 
maintain a certain pressure below the raised floor, and increasing the temperature 
settings of the CRAH units. These enhancements were evaluated and fine-tuned 
using CFD modeling. After their implementation, the temperatures of the racks 
and energy consumption of the data center were monitored for several months. 
This data showed that the inlet temperatures of the racks stayed below the ASHRAE-
recommended maximum value and the energy consumption of the data center was 
reduced by 58%. The cost of the enhancement will be recovered by the saving in 
operating cost over 1.5 years.

A large number of data centers are routinely over-

cooled, resulting in unnecessary increase in the 

energy consumption and operating cost. The reasons 

for overcooling include concerns, mostly unfounded, 

about the reliability of computer equipment, inabil-

ity of the cooling infrastructure to respond to the 

changes in the data center, and lack of proper tools 

to get guidance for changes required to improve the 

cooling efficiency and to predict the effect of these 

changes. Several developments in the recent years 

have eliminated much of the rationale for overcool-

ing. These developments include:

•• A better understanding of the effect of cooling-air 

temperature on the performance of servers
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•• Availability of control systems on cooling devices

•• Adoption of CFD modeling for predicting airflow 

and temperature distribution in data centers

In this study, we took advantage of these developments 

to improve the cooling efficiency of a data center. We 

used CFD to identify the cooling issues in the data center 

and to evaluate various enhancements. CFD modeling 

has been used widely in other industries since the early 

1970s. It became popular for data center applications in 

early 2000.1-3 Now, it has become a standard practice in 

both designing new data centers and resolving cooling 

problems and inefficiencies in existing facilities.

We have used CFD simulations to propose changes in 

the data center and study the effect of these changes on 

cooling. For this simulation-based strategy to be suc-

cessful, the CFD model must be validated. For this vali-

dation, we used measurements for the current (as-is) 

conditions in this data center. In an operating data cen-

ter, there are uncertainties in the descriptions of certain 

inputs needed in the model. These measurements were 

also used to verify and fine-tune such input parameters. 

The Data Center
The data center is a raised-floor space, with floor 

area of approximately 750 m2 (8,000 ft2), located in 

Rochester, N.Y. At the time of the study, the data center 

housed 175 server racks positioned in the hot aisle-cold 

aisle arrangement. The total IT heat load in the data 

center was 320 kW (1,088 kBtu/h). The space was being 

cooled by eight down-flow, chilled-water CRAH units 

working at 100% fan speed. 

The data center does not have a drop ceiling; 

therefore, the hot air returns to the CRAH units 

through the room. However, extension ducts are 

installed at the return side of the CRAH units to pull in 

hot air from regions closer to the ceiling, preventing 

this air from reaching the racks. Perforated tiles with 

25% open area equipped with dampers were used to 

deliver the airflow to the racks. For perforated tiles in 

front of racks with little or no heat load, the dampers 

were closed. 

Under each rack, there was a cutout on the floor for 

cables. Blanking panels were used to close the open 

spaces between the servers inside the racks. There are 

12 power distribution units (PDUs) in the data center. 

Underneath them, there were large openings for cables. 

The CFD Model 
The CFD model was created using the commercially 

available software package4 that has been designed 

specifically for data centers and has an extensive 

library of objects, such as perforated tiles, CRAH 

units, and server racks, needed to build layouts. The 

findings of this article are general and independent 

of the choice of the modeling tool. The details of the 

methodology are given in Radmehr et al.5.6 Figure 1 

shows the layout of the CRAH units, racks, perforated 

tiles, and other objects in (a) three-dimensional and 

(b) plan views. 

Measurements and Validation of the CFD Results 
Measurements were performed for two purposes:

1.	 To obtain reliable inputs for the CFD analysis. 

These measurements included the power consumption 

FIGURE 1  The CFD model of the data center. (a) Three dimensional view, (b) plan view.
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FIGURE 3  Comparison of the calculated and measured temperatures of the racks at 0.9 m for a typical row.
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FIGURE 2  Comparison of the calculated and measured flow rates of the tiles for a typical row.
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Cooling Produced by a CRAH unit

= −( )ρ Vc T Tp return supply

	 (1)
This equation involves the air density ρ, volumetric 

airflow rate V , specific heat cp, and return and supply 

temperatures. (The return and supply temperatures were 

of the racks and the airflow rates and supply 

temperatures of the CRAH units.

2.	To validate the values calculated 

by the CFD model. These measurements 

included the flow rates of perforated tiles, 

the inlet temperatures of racks at various 

heights, and the average return tempera-

tures of CRAH units. 

Details of the measurement process and 

techniques are given by Radmehr, et al.5

Figure 2 shows the comparison of the mea-

sured and calculated flow rates of perfo-

rated tiles. The flow rates of the perforated 

tiles with closed dampers are significantly 

lower than the flow rates of the tiles with 

open dampers. Figures 3 and 4 show the 

comparison of the measured and calculated 

inlet temperatures for two sets of racks. The 

temperatures were measured at the height 

of 0.9 m (3 ft) for one set and at 1.8 m (6 ft) 

for the other. Figure 5 shows the comparison 

of the measured and calculated return tem-

peratures of CRAH units. The results for the 

flow rates of the tiles and racks temperatures 

are similar for other rows. It can be seen that 

the agreement between the measured and 

calculated values is good, indicating that the 

CFD model is an accurate representation of 

the data center and the results are reliable. 

Cooling Assessment 
The nominal cooling capacity of each 

CRAH unit at 100% fan speed and at 24°C 

(75°F) return temperature is reported by the 

manufacturer to be 91 kW (309 kBtu/h). At 

the time of the study, all eight CRAH units 

were working at 100% speed, which makes 

the nominal cooling capacity 728 kW (2,575 

kBtu/h). The total IT heat load measured at 

PDU units was only 320 kW (1,088 kBtu/h), 

which indicated that CRAH units were pro-

viding partial cooling. The cooling produced 

by a CRAH unit can be calculated by apply-

ing the energy equation across the unit:

FIGURE 4  Comparison of the calculated and measured temperatures of the racks at 1.8 m for a typical row.
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FIGURE 5  Comparison of the calculated and measured CRAH units return temperatures.
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measured at several points across the return and supply 

faces and their average values are used in Equation 1). The 

results, presented in Table 1, show that the total cooling 

produced by the CRAH units was 317.8 kW (1,081 kBtu/h) 

which matched the total IT heat load. This is an indepen-

dent validation of the IT heat load. Note that the cooling 

produced by each CRAH unit was less than its nominal 

cooling of 91 kW (309 kBtu/h). Moreover, two CRAH units, 

Units 3 and 8, produced less than 25% of their nomi-

nal cooling, and one, Unit 5, produced no cooling. This 

result showed that there was a significant opportunity 

for improving the cooling performance and reducing the 

energy consumption of the data center.

To provide recommendations for improvements, it 

was essential to know how the supplied cooling air was 

distributed. The CFD model provided the split of airflow 

among various openings on the floor. The results are 

shown in Table 2.

More than 40% of the cooling air leaked through the 

large openings under PDUs and cable openings under 

racks. Nearly 8%, 3.3 m3/s (7,000 cfm), leaked through 

the gaps between the tiles. This is called distributed 

leakage and cannot be avoided. Readers interested in 

the distributed leakage topic are encouraged to read 

Radmehr, et al., and Karki, et al.5,7 Only slightly more 

than 50% of the airflow was discharged through perfo-

rated tiles.

Figure 6 shows the inlet temperatures of racks predicted 

by CFD simulation. Some of the racks received air at 

temperatures above 27°C (80.6°F), which is the upper 

limit of the recommended value by ASHRAE.8 This was 

because the cooling air was not distributed according to 

the demand of the racks. Figure 7 shows the temperature 

distribution in the room at 2.13 m (7 ft), just above the 

TABLE 2  The split of airflow among various openings on the floor.

OPEN ING FLOW RATE m3/s (cfm)

Perforated Tiles 22.18 (47,000)

Large Openings Under PDUs 9.91 (21,000)

Cable Openings Under Racks 8.02 (17,000)

Distributed Leakage Through the Floor 3.30 (7,000)

Total 43.42 (92,000)

TABLE 1  Cooling produced by CRAH units.

CRAH
FLOW RATE 
m3/s (cfm)

RETURN 
TEMPERATURE °C (°F)

SUPPLY 
TEMPERATURE °C (°F)

COOLING 
kW (kBtu/h)

1 5.53 (11,712) 25.6 (78) 16.1 (61) 63.4 (215.6)

2 5.44 (11,520) 27.2 (81) 15.0 (59) 80.7 (274.4)

3 5.30 (11,232) 25.0 (77) 22.2 (72) 17.9 (60.9)

4 5.37 (11,376) 25.0 (77) 20.0 (68) 32.6 (110.8)

5 5.22 (11,072) 24.4 (76) 24.4 (76) 0.0 (0.0)

6 5.47 (11,600) 25.6 (78) 16.6 (65.5) 46.2 (157.1)

7 5.58 (11,824) 26.1 (79) 17.5 (63.5) 58.4 (198.6)

8 5.51 (11,680) 24.4 (76) 21.7 (71) 18.6 (63.2)

Total Cooling 317.8 (1080.5) 18.0	 22.3	 26.5	 30.8	 35.0

Temperature in °C

FIGURE 6  The inlet temperatures of racks.

racks. It can be seen that a large quantity of the cool-

ing air at low temperature returned to the CRAH units 

without participating in the cooling of the racks. Figure 

8 highlights the areas where the hot air penetrated into 

the cold aisles through open spaces at the end of the cold 

aisles and between the racks.

FIGURE 7  Temperature distribution at 2.13 m (7 ft).
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Recommendations 
The results produced by the CFD simulation for as-is 

conditions provided the insights to assess the cooling 

performance of the data center and propose modifica-

tions, which can be further evaluated and fine-tuned 

with CFD simulations. The proposed modifications and 

their objectives are discussed below.

Balancing the Supply and Demand of Airflow for Each Cold Aisle 
To provide the needed airflow at the proper tem-

perature to the racks, the supplied airflow from the 

perforated tiles to each cold aisle should be equal or 

slightly higher than the airflow demand of the racks 

facing the cold aisle. Moreover the supplied airflow 

should not leave the cold aisle without entering the 

servers. The CFD simulation provides the airflow 

supplied to each cold aisle which can be compared 

to the airflow demand of the racks. In order to bal-

ance the airflow for each cold aisle and make sure 

the supplied airflow enters the servers before leav-

ing the cold aisle, the following modifications were 

recommended: 

1.	 Closing cable cutouts under racks and large 

openings under PDUs to minimize the airflow leakage;

2.	Replacing perforated tiles with a closed damper 

with solid tiles to eliminate the airflow leakage through 

them;

3.	Rearranging perforated tiles to improve the bal-

ance between the supply and demand in each cold aisle; 

and 

4.	Placing vertical partitions to close the openings 

at the end of the cold aisles and the large gaps between 

racks. This is done to prevent supplied airflow leaving 

the cold aisle and to prevent penetration of hot air into 

the cold aisle.

Addition of VFD to CRAH Units and Pressure Sensors Under the Floor 
The CFD simulations indicated that the blowers of the 

CRAH units can be operated at 75% of the rated speed 

and yet they provide the required airflow. A reduction 

in the blower speed will lower the energy consump-

tion of the CRAH units. Although the blower speed can 

be adjusted manually, it is desirable that the speed 

responds to the changes in the data center. In this proj-

ect, the blowers were equipped with variable frequency 

drive (VFD) and pressure sensors were installed below 

the raised floor. The blower speed was adjusted to 

maintain a certain average pressure in the underfloor 

plenum. 

An increase in the heat load is expected to be 

accompanied by an increase in the open area on the 

raised floor, either by using more open tiles or by 

adding new tiles. For the current blower speed, this 

increase in the open area will cause a reduction in the 

under-floor pressure. The control system will tend 

to maintain the pressure at the specified level and, 

therefore, will increase the blower speed. Thus, this 

control system properly responds to changes in the 

heat load. 

Since it is the static pressure under the floor that 

drives the airflow through the perforated tiles, the 

pressure sensors need to measure the static pressure 

and not the total pressure, which is the combination 

of the static and dynamic pressure. Therefore, the 

placement of the sensors is important. They should be 

placed away from the CRAH units and in areas with low 

velocities. Pressure sensors equipped with a perforated 

shield that reduces the effect of the dynamic pressure 

are preferred.

CFD simulations were used to decide the setpoint 

for the underfloor average pressure, the number of 

pressure sensors, and their optimum locations. The 

required average pressure under the floor depends on 

the airflow demand of the equipment and the resistance 

characteristics of the perforated tiles. Attention needs 

to be paid to ensure adequate cooling for all racks with 

FIGURE 8  Hot air penetration into cold aisles; the temperature distribution is 
at 1 m (3.3 ft).
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the recommended average pressure under the floor. In 

this case, the required average pressure under the floor 

was calculated to be 12 Pa (0.048 inches of water). This 

value was chosen as the setpoint for the average sensor 

pressure. Since the underfloor pressure in regions away 

from the CRAH units is nearly uniform, we decided to 

use only four sensors and place them in areas where the 

pressure is close to the set point pressure. As discussed 

above, the sensors should be placed in the regions where 

the velocities are low. To decide the locations, we took 

guidance from the airflow pattern. These are shown in 

Figure 9.

Increasing the Temperature Settings of the CRAH Units 
The CFD model shows that after implementing the 

above-mentioned modifications, there will be adequate 

cooling air for each rack and the variation of the inlet 

temperature across the face of the racks will be small. As 

a result, the supply temperature of the CRAH units can 

be increased to reduce the energy consumption of the 

chiller plant. 

Cooling Assessment After Modifications
The CFD simulations were used to fine-tune the 

proposed modifications. The results shown in Table 3 

and Figures 10 and 11 are generated after implementing 

FIGURE 9  The location of the sensors and the pressure/velocity fields under the floor.
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all the modifications under the Recommendations 

section. 

The CFD results indicated that the CRAH units’ 

blower speed was reduced to 75%, based on the feed-

back from the underfloor pressure sensors, to maintain 

the desired underfloor pressure of 12 Pa (0.048 inches 

of water). Table 3 shows the split of airflow rates among 

various openings on the raised floor for the modified 

layout. This table shows the benefit of closing the cable 

openings under the racks and PDUs, replacing perfo-

rated tiles with closed damper with solid tiles, rear-

ranging perforated tiles, and using CRAC units with 

VFD system and pressure sensors. The airflow leakage 

through openings under PDUs and racks is reduced 

significantly while the airflow rates through perforated 

tiles are increased.

Figure 10 shows the effectiveness of partitions in pre-

venting the hot air penetration into the cold aisles. 

The CFD simulations also indicated that the thermo-

stat setting of the CRAH units can be increased by 4.4°C 

(8°F) and still inlet temperatures for all racks could be 

maintained below the ASHRAE-recommended maxi-

mum temperature of 27°C (80.6°F). Figure 11 shows the 

inlet temperatures of the racks after implementing this 

modification along with the ones stated in the previous 

paragraphs. That the inlet temperatures for all racks are 

within the acceptable range is a significant achievement 

considering the total airflow supplied by the CRAH units 

is reduced by 25% and the return temperatures of the 

CRAH units are higher. 

These modifications inside the data center also pre-

sented opportunities for enhancements in the chiller 

system, such as increasing the temperature of the 

chilled water and reducing the speed of the pumps, 

which led to further reduction in energy consumption. 

After implementing these changes in the data cen-

ter and chiller system, the energy consumption of the 

cooling system was monitored over a few months. It was 

reduced by 58%, from 132 kW (449 kBtu/h) to 55 kW (187 

kBtu/h), which resulted in $86,000 reduction in annual 

cooling cost. The total cost of the modifications was 

$135,000, which will be recovered in 1.5 years. 

Conclusion
We were able to improve the cooling performance of 

the data center significantly by getting guidance from 

CFD simulations and field measurements. The measure-

ments were done to validate the simulation results and 

FIGURE 10  Prevention of hot air penetration into cold aisles by partitions; the tem-
perature distribution is at 1 m (3.3 ft).
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FIGURE 11  The inlet temperatures of racks after modifications.
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TABLE 3  The split of airflow among various openings on the floor after 
modifications.

OPEN ING FLOW RATE m3/s (cfm)

Perforated Tiles 25.48 (54,000)

Large Openings Under PDUs 1.65 (3,500)

Cable Openings Under Racks 1.89 (4,000)

Distributed Leakage Through the Floor 3.54 (7,500)

Total 32.56 (69,000)
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improve the accuracy of inputs to the CFD model. The 

CFD simulations were particularly instrumental in the 

following areas:

•• Identifying the cause of the cooling problems;

•• Showing how the cooling air splits among the open-

ings on the floor;

•• Evaluating various strategies, such as VFD on CRAH 

units and use of partitions;

•• Finding the optimum locations for pressure sen-

sors; and

•• Fine-tuning recommended changes, such as reduc-

ing the flow rates of CRAH units and increasing their 

temperature settings.

Each data center is unique and has its own cooling 

challenges. The remedies and enhancements pro-

posed in this study may not be entirely relevant to 

other data centers. However, the approach based on 

CFD simulations and field measurements can be used 

in any data center to ensure efficient cooling of com-

puter equipment and to reduce the energy consump-

tion and operating cost. 
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