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distributions under the raised floor and the airflow 
rates through various openings on the raised floor. A 
TileFlow model requires as input the geometry of the 
plenum and the details of the CRAC units, perforated 
tiles and other openings like the cable cutouts, and the 
under-floor obstructions like pipes and cable bundles. 
TileFlow has been extensively validated using airflow 
measurements in real-life as well as laboratory-scale 
data centers; the predicted airflow rates are generally 
within 10% of the measured values. 

Introduction 

A large insurance company was experiencing cooling 
problems in its data center. Although the total amount 
of cooling air supplied by the computer room air-
conditioning (CRAC) units exceeded the amount 
required to cool the total heat load, hot spots 
developed in many racks. These racks had heat loads 
up to 3 kW. The company also wanted to add ten new 
6 kW racks. The facilities manager approached 
Innovative Research, Inc. (IRI), a company 
specializing in airflow modeling in data centers, to get 
guidance for improving the cooling of the existing 
racks and for placing the new racks. 

Results for the Current Floor Layout 

IRI personnel surveyed the data center to collect the 
input required to construct a TileFlow model. The 
perforated tiles have open area of 25%. Each rack has 
one perforated tile in front of it. A large number of 
panels have cable openings with open areas ranging 
from 3% to 43% of the panel area. The under-floor 
plenum contains many pipes and cable bundles. The 
current layout of CRAC units, perforated tiles, and 
cable openings is shown in Fig. 1. A sample of under-
floor obstructions is shown in Fig. 2. 

IRI used its airflow modeling software package 
TileFlow for constructing a computer model of the 
data center. This model was used to calculate the 
airflow rates for the existing layout, to investigate 
available options for improving the cooling, and to 
determine appropriate locations for the new racks. 

TileFlow 

TileFlow uses the technique of computational fluid 
dynamics to calculate the velocity and pressure  

 

Figure 1. Current layout of the data center floor. 
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A color map of the calculated airflow rates through all 
openings on the raised floor is shown in Fig. 3. The 
flow rates vary from 30 cfm to 970 cfm. The largest 
flow rates are for the cable openings with 43% open 
area. For perforated tiles, the flow rates range from 50 
to 450 cfm. The detailed results show that although 
the CRAC units supply 107,100 cfm of cooling air, the 
total airflow from the perforated tiles is only 47,700 
cfm. Of the rest, 2,410 cfm leaks through seams 
between the panels and 56,990 cfm escapes through 
the cable openings. Thus, currently only 44% of the 
cooling air is being used for direct cooling of the 
computer equipment. 

 The maximum acceptable heat load in a rack depends 
on the cooling capacity of the cooling air it receives. 
The cooling capacities of airflow through perforated 
tiles in two rows are shown in Fig. 4. The cooling 
capacities range from 1 to 3 kW, with most of them 
around 2 kW. However, many racks have heat loads 
larger than 3 kW. These racks do not receive sufficient 
cooling air and are likely to develop hot spots. 
Temperature measurements in the data center verified 

Figure 2. Under-floor obstructions. 

Figure 3. Airflow rates for the current floor layout. 
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Table 1. Effect of sealing the cable openings  that TileFlow analysis correctly identified the racks for 

which the exhaust temperatures are high.  
 Before After 

Airflow through perforated tiles (cfm) 47,700 79,100 

Airflow through cable openings (cfm) 56,990 23,900 

Average static pressure under the 
raised floor (in wg) 

0.019 0.053 

 

 

 

By sealing the cable openings, the total airflow through 
the perforated tiles increases by nearly 66%. The 
revised cooling capacities for two rows of perforated 
tiles are shown in Fig. 5. Now the cooling capacities 
throughout the data center are 3 kW or higher. Thus, 
by sealing the cable openings, all racks receive 
adequate amount of cooling air and hot spots are 
eliminated. 

 

 

Figure 4. Cooling capacities of airflow at rows 7 and 20. 
(See Fig. 3 for the locations of these rows.) 

How to Improve Cooling? 

 

The TileFlow model for the current layout revealed 
that nearly 53% of the cooling air escapes through the 
cable openings without providing direct cooling to the 
equipment in the racks. The first—and most 
economical—step is to seal the large cable openings so 
that the airflow rates through the perforated tiles 
increase. 

To establish the benefit of sealing the cable openings, 
the TileFlow model was modified and the open areas 
of all cable openings were reduced to 3%. The effect 
of sealing the cable openings on the airflow rates and 
the static pressure under the raised floor is highlighted 
in Table 1. 

Figure 5. Cooling capacities after sealing the cable openings. 
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Placement of New 6 kW Racks 

To cool a heat load of 6 kW, we need approximately 
900 cfm of cooling air, assuming an acceptable 
temperature rise of 20°F across the servers. For the 
present layout (with sealed cable openings), the 
average flow rate through a 25% open tile is around 
500 cfm. Therefore, we need to provide two 25% 
open tiles in front of each 6 kW rack. Thus, for ten 
such racks, we need 20 additional perforated tiles. For 
ease of airflow management, all new racks should be 
located in one area where the under-floor pressure is 
high. One possible region is the mid section of the left 
half of the data center, shown in Fig. 6. 

 

Figure 6. Suggested location for 6 kW racks. 
 

Another TileFlow run was made to calculate airflow 
rates and cooling capacities for the suggested layout. 
The total cooling capacities of the cooling air received 
by the new racks are shown in Fig. 7. (Note that each 
rack receives cooling air from two tiles in front of it.) 
The cooling capacities at all locations exceed 6 kW, 

that is, all new racks receive adequate amount of 
cooling air. 

The cooling capacities for rows 7 and 20 are shown in 
Fig. 8. The cooling capacities at these and other 
locations are still around 3 kW. Thus, the addition of 
new racks does not compromise the cooling of any of 
the existing racks. 

 

 

Figure 7. Cooling capacity of airflow received by 6 kW 
racks. 

 

 
Figure 8. Cooling capacity of airflow at rows 7 and 20. 
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Summary 

In this data center, although the total amount of 
cooling air supplied by the CRAC units exceeds the 
cooling air needed to cool the total heat load in the 
data center, many racks were not cooled properly. A 
TileFlow model of the data center revealed that nearly 
53% of the cooling air escaped through the cable 
openings, without providing direct cooling to the 
computer equipment. This model also showed that a 
majority of racks with heat loads larger than 2 kW did 
not receive adequate cooling air and, thus, developed 
hot spots.  

The most economical way to improve the cooling is to 
seal the large cable openings so that more cooling air is 
delivered through the perforated tiles. A TileFlow 
model showed that this approach would produce a 
66% increase in the airflow through perforated tiles 
and would provide sufficient cooling airflow for all 
racks in the data center. 

The TileFlow model also indicated that two 25% open 
tiles would be required to cool a 6 kW rack. The 
current layout was modified to include 20 new 
perforated tiles for ten 6 kW racks. TileFlow analysis 
was used to check the amount of cooling air for the 
new racks and the impact of the addition of new 
perforated tiles on the flow rates for existing racks. 
This analysis shows that the new racks receive 
sufficient cooling air without compromising the 
cooling of existing racks. 

Benefits of Using TileFlow 

This case study illustrates the use of TileFlow as a 
diagnostic and design tool. In the first phase of this 
project, TileFlow was used to identify the cause of the 
cooling problem in the existing layout. In the second 
phase, it was used to evaluate a possible solution to the 
cooling problem. In the final phase, it was used to 
modify the layout such that the new racks as well as 
existing racks are properly cooled.  

About Innovative Research, Inc. 

Innovative Research, Inc. (IRI) based in Plymouth, 
MN, provides computer software and consulting 
services in the field of fluid flow, heat transfer, 
turbulence, combustion, and related processes. The 
company’s COMPACT programs for computational 
fluid dynamics are widely used in industry and in 
universities. For the solution of complex flow 
networks, the company has developed MacroFlow, 
which has extensive applications in many different 
industries. In 2001, IRI introduced TileFlow to 
calculate airflow distribution in raised-floor data 
centers. TileFlow is now accepted as the modeling tool 
of choice by the data center community. It is being 
used by equipment manufacturers, data-center 
designers and architects, and facilities engineers. 

In addition to developing engineering software 
packages, we also offer consulting services using our 
commercial/customized software packages. In the 
recent years, we have done several projects involving 
data centers. In these projects, we have provided 
recommendations for designing new data centers, 
upgrading existing facilities, placing high-density racks, 
and improving the overall airflow distribution.    

Scientific Contribution of Innovative 
Research, Inc. 

We have made several important contributions to the 
data center community. These include 

� Our identification that the airflow distribution is the 
key to proper cooling of a data center, 

� Our computational model to predict the under-
floor flow and thus calculate the flow rates 
through the perforated tiles, and  

� Our software product TileFlow that incorporates 
the model. By using TileFlow to design and 
reconfigure data centers, you will be able to assure 
proper cooling of your computers and save on 
capital and operating costs of the cooling 
equipment. 
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